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Supermarket shelf management ςMarket-basket 
model:
ÁGoal:Identify items that are bought together by 

sufficiently many customers
ÁApproach:Process the sales data collected with 

barcode scanners to find dependencies among 
items
ÁA classic rule:

ÁIf someone buys diaper and milk, then he/she is 
likely to buy beer

Á5ƻƴΩǘ ōŜ ǎǳǊǇǊƛǎŜŘ ƛŦ ȅƻǳ ŦƛƴŘ ǎƛȄ-packs next to diapers!
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ÁA large set of items
Áe.g., things sold in a 

supermarket
ÁA large setof baskets
ÁEach basket is a 

small subset of items
Áe.g., the things one 

customer buys on one day
ÁWant to discover 

association rules
ÁPeople who bought {x,y,z} tend to buy {v,w}
ÁAmazon!
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Rules Discovered:

{Milk} --> {Coke}

{Diaper, Milk} --> {Beer}

TID Items 

1 Bread, Coke, Milk 

2 Beer, Bread 

3 Beer, Coke, Diaper, Milk 

4 Beer, Bread, Diaper, Milk 

5 Coke, Diaper, Milk  

 

Input:

Output:
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ÁItems= products; Baskets= sets of products 
someone bought in one trip to the store
ÁReal market baskets:Chain stores keep data 

about what customers buy together

ÁTells how typical customers navigate stores, lets 
them position tempting items

ÁSuggests tie-ƛƴ άǘǊƛŎƪǎέΣ ŜΦƎΦΣ Ǌǳƴ ǎŀƭŜ ƻƴ ŘƛŀǇŜǊǎ 
and raise the price of beer

ÁbŜŜŘ ǘƘŜ ǊǳƭŜ ǘƻ ƻŎŎǳǊ ŦǊŜǉǳŜƴǘƭȅΣ ƻǊ ƴƻ ϷϷΩǎ

Á!ƳŀȊƻƴΩǎ ǇŜƻǇƭŜ ǿƘƻ ōƻǳƎƘǘ Xalso bought Y

4
Big Data Analytics CSCI 4030



ÁBaskets= sentences; Items= documents 
containing those sentences

ÁItems that appear together too often could 
represent plagiarism

ÁBaskets= patients; Items= drugs & side-effects

ÁHas been used to detect combinations 
of drugs that result in particular side-effects
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ÁA general many-to-many mapping 
(association) between two kinds of things

Á.ǳǘ ǿŜ ŀǎƪ ŀōƻǳǘ ŎƻƴƴŜŎǘƛƻƴǎ ŀƳƻƴƎ άƛǘŜƳǎέΣ 
ƴƻǘ άōŀǎƪŜǘǎέ

ÁFor example:

ÁFinding communities in graphs (e.g., Twitter)
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ÁFinding communities in graphs (e.g., Twitter)
ÁBaskets= nodes; Items= outgoing neighbors

ÁSearching for complete bipartite subgraphs Ks,tof a 
big graph
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ÁHow?

ÁView each node i as a 
basket Bi of nodes i it points to

ÁKs,t = a set Y of size t that 
occurs in sbuckets Bi

ÁLooking for Ks,tĄ set of 
support sand look at layer tς
all frequent sets of size t

ȣ

ȣ

A dense 2-layer graph
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First: Define
Frequent itemsets

Association rules:

Confidence, Support, Interestingness

Then: Algorithms for finding frequent itemsets
Finding frequent pairs

A-Priori algorithm

PCY algorithm + 2 refinements
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ÁSimplest question:Find sets of items that 
ŀǇǇŜŀǊ ǘƻƎŜǘƘŜǊ άŦǊŜǉǳŜƴǘƭȅέ ƛƴ ōŀǎƪŜǘǎ
ÁSupportfor itemset I : Number of baskets 

containing all items in I

Á(Often expressed as a fraction 
of the total number of baskets)

ÁGiven a support threshold s, 
then sets of items that appear 
in at least sbaskets are called 
frequent itemsets
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TID Items 

1 Bread, Coke, Milk 

2 Beer, Bread 

3 Beer, Coke, Diaper, Milk 

4 Beer, Bread, Diaper, Milk 

5 Coke, Diaper, Milk 

 

Support of 

{Beer, Bread} = 2
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ÁItems= {milk, coke, pepsi, beer, juice}
ÁSupportthreshold = 3 baskets

B1 = {m, c, b} B2 = {m, p, j}

B3 = {m, b} B4 = {c, j}

B5 = {m, p, b} B6 = {m, c, b, j}

B7 = {c, b, j} B8 = {b, c}

ÁFrequent itemsets:{m}, {c}, {b}, {j},
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, {b,c} , {c,j}.{m,b}
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ÁAssociation Rules:
If-then rules about the contents of baskets
Á{i1, i2,é,ik} Ÿ jmeansΥ άƛŦ ŀ ōŀǎƪŜǘ Ŏƻƴǘŀƛƴǎ 

all of i1,é,ik then it is likely to contain jέ
ÁIn practice there are many rules, want to find 

significant/interesting ones!
ÁConfidenceof this association rule is the 

probability of j given I = {i1,é,ik}
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ÁNot all high-confidence rules are interesting

ÁThe rule X Ÿ milkmay have high confidence for 
many itemsetsX, because milk is just purchased very 
often (independent of X) and the confidence will be 
high

ÁInterest of an association rule I Ÿ j: 
difference between its confidence and the 
fraction of baskets that contain j

ÁInteresting rules are those with high interest values 
(usually above 0.5)
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B1 = {m, c, b} B2 = {m, p, j}

B3 = {m, b} B4= {c, j}

B5 = {m, p, b} B6 = {m, c, b, j}

B7 = {c, b, j} B8 = {b, c}

ÁAssociation rule: {m, b} Ҷc

ÁConfidence = 2/4 =0.5

ÁInterest = |0.5 ς5/8| = 1/8

ÁItem cappears in 5/8 of the baskets

ÁRule is not very interesting!
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ÁProblem:Find all association rules with 
support Ósand confidence Óc

ÁNote: Support of an association rule is the support 
of the set of items on the left side

ÁHard part: Finding the frequent itemsets!

ÁIf {i1, i2,é, ik} Ÿ j has high support and 
confidence, then both {i1, i2,é, ik} and
{i1, i2,é,ik, j}ǿƛƭƭ ōŜ άŦǊŜǉǳŜƴǘέ
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ÁStep 1:Find all frequent itemsets I

Á(we will explain this next)

ÁStep 2:Rule generation

ÁFor every subset A of I ,  generate a rule A Ÿ I \ A

ÁSince I is frequent, A is also frequent

ÁVariant 1:Single pass to compute the rule confidence

Áconfidence(A,BŸC,D) = support(A,B,C,D) / support(A,B)

ÁVariant 2:
ÁObservation:If A,B,CŸD is below confidence, so is A,BŸC,D

Á/ŀƴ ƎŜƴŜǊŀǘŜ άōƛƎƎŜǊέ ǊǳƭŜǎ ŦǊƻƳ ǎƳŀƭƭŜǊ ƻƴŜǎΗ 

ÁOutput the rules above the confidence threshold
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B1 = {m, c, b} B2 = {m, p, j}

B3 = {m, c, b, n} B4= {c, j}

B5 = {m, p, b} B6 = {m, c, b, j}

B7 = {c, b, j} B8 = {b, c}
ÁSupport thresholds = 3, confidence c = 0.75
Á1) Frequent itemsets:
Á{b,m}  {b,c}  {c,m}  {c,j}  {m,c,b}

Á2) Generate rules:
ÁbŸm: c=4/6 bŸc: c=5/6        b,cŸm: c=3/5

ÁmŸb: c=4/5 Χ                   b,mŸc: c=3/4

Á bŸc,m: c=3/6
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ÁTo reduce the number of rules we can 
post-process them and only output:

ÁMaximal frequent itemsets: 
No immediate superset is frequent

ÁGives more pruning

or

ÁClosed itemsets:
No immediate superset has the same count (> 0)

ÁStores not only frequent information, but exact counts
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Support Maximal(s=3) Closed
A 4 No No
B 5 No Yes
C 3 No No
AB 4 Yes Yes
AC 2 No No
BC 3 Yes Yes
ABC2 No Yes
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Frequent, but
superset BC
also frequent.

Frequent, and
its only superset,
ABC, not freq.

Superset BC
has same count.

Its only super-
set, ABC, has
smaller count.
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ÁBack to finding frequent itemsets
ÁData is often kept in flat files 

rather than in a database system:
ÁStored on disk

ÁStored basket-by-basket

ÁBaskets are smallbut we have 
many baskets and many items
ÁExpand baskets into pairs, triples, etc. 

as you read baskets

ÁUse k nested loops to generate all 
sets of size k
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Item

Item

Item

Item

Item

Item

Item

Item

Item

Item

Item

Item

Etc.

Items are positive integers, 

and boundaries between 

baskets are ï1.

Note: We want to find frequent itemsets. To find them, we 

have to count them. To count them, we have to generate them.
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ÁThe true cost of mining disk-resident data is 
usually the number of disk I/ Os

ÁIn practice, association-rule algorithms read 
the data in passesςall baskets read in turn

ÁWe measure the cost by the number of 
passesan algorithm makes over the data
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ÁFor many frequent-itemset algorithms, 
main-memory is the critical resource

ÁAs we read baskets, we need to count 
something, e.g., occurrences of pairs of items

ÁThe number of different things we can count 
is limited by main memory

ÁSwapping in/out is a disaster (why?)
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