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Association Rule Discovery

Supermarket shelf managemerg Market-basket
model:
Goal:ldentify items that are bought together by
sufficiently many customers
Approach:Process the sales data collected with
barcode scanners to find dependencies among
items
A classic rule:

If someone buys diaper and milk, then he/she is
likely to buy beer
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The Market-Basket Model

Alarge set ofiems
e.g., things sold in a 1 |Bread, Coke, Mik
supermarket 2 Beer, ifekad .

Beer, Coke, Diaper, Mi

A Iarge SetOf baS kets 4 Beer, Bread, Diaper, Milk

Each basket is a 5 | Coke, Diaper, Milk

smallsubset of items

e.g., the things one output:
customer buy®n one day R%Lﬁ_fk}D'S:?gekrid:
I | == oke
Want to discover Diaper. Milk} > {Beer]

associlation rules

People who bought {x,y,z} tend to buy {v,w}
Amazon
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Applications — (1)

ltems = products;Baskets= sets of products
someone bought in one trip to th&tore

Real market basket€hain stores keep data
about what customers buy together

Tells how typical customers navigate stores, lets

them position tempting items

Suggeststid Y G UNRAR Ol &aé¢z So3ID:

and raise the price of beer
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Applications — (2)

Baskets= sentencesltems= documents
containing thosesentences

ltems that appear together too often could
representplagiarism

Baskets= patients;ltems= drugs & sideffects

Has been used to detect combinations
of drugs that result in particular sieeffects
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More generally

A general manyto-many mapping

(association) between two kinds of things
cdzi 68 +Fal loz2dwi O02yy S
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For example:
Finding communities in graphs (e.g., Twitter)



Finding communities in graphs (e.g., Twitter)
Baskets= nodesjtems= outgoing neighbors
Searching for complete bipartite subgrapRgof a

s nodes

big graph

t nodes

0

A dense Zayer graph

How?

View each nodeas a
basketB; of nodesl it points to

Ks: = a setY of sizet that
occurs ins bucketsB,

Looking foiK; A set of
supportsand look at layet ¢
all frequent sets of size
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Outline

First: Define

Frequent itemsets
Association rules:

Confidence, Support, Interestingness
Then: Algorithms for finding freqguent itemsets
Finding frequent pairs
A-Priori algorithm
PCY algorithm + 2 refinements
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Frequent Itemsets

Simplest questionFind sets of items that
FLILISE NJ 0§23SUKSNI aFNBI
Supportfor itemsetl: Number of baskets
containing all items i

(Often expressed as a fraction
of the total number of baskets)

Given asupport thresholds,
then sets of items that appear B S road) = 2
In at leasts baskets are called

frequent itemsets

TID ltems

Bread, Coke, Milk

Beer, Bread

Beer, Coke, Diaper, Milk
Beer, Bread, Diaper, Milk
Coke, Diaper, Milk

g B W N -
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Example: Frequent Itemsets

ltems = {milk, coke, pepsi, beer, juige
Supportthreshold = 3baskets

.o}, 0.5, €1,



Association Rules

Association Rules:

If-then rules about the contents dfaskets
{i,,i,, éi}Y meansy¥Y &A T | oOfF
all ofi,, éi,then itislikelyto containje

In practice there are many rules, want to find
significant/interesting ones!

Confidenceof this association rule is the
probability ofj givenl = {i,, éi}

i) = support{ C )

conf(l -
support()

4
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Interesting Association Rules

Not all highconfidence rules are interesting

TheruleX Y mniayl have high confidence for
manyitemsetsX, because milk is just purchased ve
often (independent oX) andthe confidence will be

high
Interestof an associationrule Y |
difference between its confidence and the
fraction of baskets that contain
Interest( - |)=conf(l - |)- Pr[j]
Interesting rules are those with high interest values
(usually above 0.5)
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Example: Confidence and Interest

B, =1, ¢, b} B, =1, p.J;
B;=1m, b} B,=1{C.}}
B;=1m, p, b} Bs=1m,C, Db, J}
B;=1. D} B =, ¢}

Associationrule: {m, b}Y c

Confidence=2/4 =0.5

Interest=|0.5 ¢ 5/8|] = 1/8

Item cappears in 5/8 of the baskets
Rule is not very interesting!



Finding Association Rules

Problem:Findall association rules with
supportOsand confidenceOc

Note: Support ofan association rule is the support
of the set of items on théeft side

Hard part:Findingthe frequentitemsetd

If{i,,i,, éi,}  phashigh support and
confidence, then botKi,, 1,, éI,} and
{i, i, G, Yo At {FNBG dB y (i ¢

i) _ support(C )

conf(l -
support()




Mining Association Rules

Step 1:Find all frequent itemsetbk

(we will explain this next)
Step 2:Rule generation

For every subseh of |, generate aruld Y\Al
Sincedl is frequent,Ais also frequent

Variant 1:Single pass to compute the rule confidence
confidence(A,BY C,D) = support(A,B,C,D) / support(A,B)
Variant 2:
Observation:lf A,B,&Y Dis below confidence, so #,BY C,D
[y JSYSNIGS Ga0oAITISNE NMYzZ Sa 7T
Output the rules above the confidence threshold
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=1m, ¢, b} B,=1m, p, J}
B;=im,c,b,n}  B=1CJ}
B;=1m, p, b} Bs=1m, c, b, |}

B,={c, b, j} By=1{b, c}
Support thresholds = 3 confidencec = 0.75
1) Frequenttemsets

{b,m} {b,¢ {c.m} {c,)} {m,c,

2) Generate rules:
b¥Y-m-e=4/6- DbY c.c=5/6 beltme=3/5
mY b: c=4/5 X b,mY c. c=3/4



Compacting the Output

To reduce the number of rules we can
post-process them and only output:

Maximal frequent itemsets:
No iImmediate superset is frequent

Givesmore pruning
or

Closed itemsets:
No immediate superset has the same count (> 0)

Stores not only frequent information, but exact counts
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Example: Maximal/Closed

AN

Frequent, but
superset BC

Support Maximal(s=3 Closed- aiso frequent
NO O Frequent, and
NO Y its only superset,

ABC, not freq.
No N
Superset BC

Yes YeS ™ has same count.
No NO Its only super
Yes Yes  mater count
NO Yes



Finding Frequent Itemsets



ltemsets: Computation Model

Back to finding frequent itemsets
Data is often keptin flat files
ratherthan in a databaseystem:
Stored ondisk
Storedbasketby-basket
Baskets aremallbut we have

many baskets and many items

Expandobaskets into pairs, triples, etc.
asyou readbaskets

Usek nestedloops to generate all
setsof sizek

Items are positive integers,
Note: We want to find frequent itemsets. To find them, we and boundaries between
baskets are 1 1.

have to count them. To count them, we have to generate them.

Big Data Analytics CSCI 4030

Item

Item

Item

Item

Item

Item

Item

Item

Item

Item

Item

Item

Etc.




Computation Model

The true cost of mining diglesident data is
usually thenumber of diskl/ Os

In practice, associationule algorithms read
the data inpasses; all baskets read iturn

We measure the cost by theumber of
passesan algorithmmakes over the data



Main-Memory Bottleneck

For many frequenttemset algorithms,
main-memory s the criticakesource

As we read baskets, we need to count
something e.g., occurrences glairs of items

The number of different things we can count
IS limited by mainmemory

Swappingn/out is a disasten(hy?)
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